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Interpreting effect sizes when controlling for stability effects in longitudinal autoregressive models:
Implications for psychological science
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Effect sizes in longitudinal studies often are dramatically smaller than effect sizes in cross-sectional studies. Indeed, autoregressive models (which are often used in longitudinal studies but not in cross-sectional studies) control for past levels on the outcome (i.e., stability effects) in order to predict change in levels of the outcome over time and thus may greatly reduce the magnitude of the effect of a predictor on the outcome. Unfortunately, however, there have been no attempts to differentiate guidelines for interpreting effect sizes for longitudinal studies versus cross-sectional studies. Consequently, longitudinal effect sizes that fall below the universal guidelines for “small” may be incorrectly dismissed as trivial, when they might be meaningful. In the current paper, we first review the present guidelines for interpreting effect sizes. Next, we discuss several examples of how controlling for stability effects can dramatically attenuate effect sizes of other predictors, in order to support our argument that the current guidelines may be misleading for interpreting longitudinal effects. Finally, we conclude by making recommendations for researchers regarding the interpretation of effect sizes in longitudinal autoregressive models.
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Emphasis on the importance of reporting effect sizes in psychological research has increased over the past decade (Ferguson, 2009), particularly since the APA Task Force on Statistical Inference recommended that effect size estimates and their accompanying confidence intervals should be reported (Wilkinson & Task Force on Statistical Inference, 1999). The critical interpretation of these effect sizes, however, remains a problem (Peng, Chen, Chiang, & Chiang, 2013). Indeed, Rosenthal and Rubin in 1979 argued that while some researchers may discount small effects as trivial and not worth further investigation, small effects,
in fact, may be meaningful depending on the context of the data. The interpretation of effect sizes when controlling for stability effects in longitudinal autoregressive models is one cogent example of a situation in which small effects sizes often are meaningful.

Specifically, the common practice of simply citing universal guidelines for interpreting the magnitude of effect size coefficients, without considering important factors such as the type of study design, has been criticized as too rigid and potentially misleading (Lipsey et al., 2012; Peng et al., 2013). Unfortunately, there have been no attempts to differentiate guidelines for interpreting effect sizes for different types of study designs, specifically longitudinal studies versus cross-sectional studies. This is a significant problem given that autoregressive models (which often are used in longitudinal studies but not in cross-sectional studies) control for past levels on the outcome variable (stability effects) in order to assess change in levels of the outcome variable (note that change here refers to inter-individual differences in change on the outcome, not mean level change), and thus may dramatically reduce the magnitude of the association between the predictor and the outcome. Hence, longitudinal effect sizes that fall below the universal guidelines for “small” may be incorrectly dismissed as trivial, when they might be meaningful. In fact, we have had several reviewers raise concerns about small effect sizes in our longitudinal autoregressive models. For example, one reviewer stated that “the effect sizes are quite small ... which raises questions about the significance of the findings ...” Similarly, another reviewer stated that “the path coefficients are incredibly small (most around .05–.07). Accordingly, the language in terms of effect sizes should be tempered throughout”. The goal of the current paper, therefore, is to highlight this gap in the literature and make a case for why very small effect sizes in longitudinal autoregressive models still may be important. First, we review the current guidelines for interpreting effect sizes, and then discuss why these guidelines may be misleading for interpreting effect sizes in longitudinal research when controlling for stability effects. We cite several examples from longitudinal studies to support our arguments. Finally, we conclude by making recommendations for researchers regarding the interpretation of effect sizes in longitudinal autoregressive models.

CURRENT GUIDELINES FOR INTERPRETING EFFECT SIZES AND THEIR APPLICATION TO LONGITUDINAL DESIGNS

Although there are several commonly used standardized effect size coefficients (e.g., bivariate $r$, $\beta$, $d$, $f$), we will restrict our discussion to the bivariate correlation coefficient (bivariate $r$) and the standardized regression coefficient ($\beta$), which are most relevant to cross-sectional and longitudinal correlational models (see Baguley, 2009, for a discussion of the potential advantages of interpreting unstandardized effects when the original units of measurement are
meaningful). Specifically, $r$ and $\beta$ represent product-moment correlation coefficients and regression coefficients, which are produced in cross-sectional and autoregressive regression/path models. In contrast, the often used effect size coefficient Cohen’s $d$, for example, is most relevant for testing the difference between two independent means, such as in an experiment examining group differences on a dependent variable (Cohen, 1992).

Bivariate $r$ is restricted to the association between two variables. Bivariate $r$ may not accurately represent the true association between two variables, however, because there may be “third” variables that are driving the association that should be controlled. In contrast to bivariate $r$, $\beta$ most often reflects the association between two variables after controlling for third variables in the analysis model. For example, when examining the association between video game play and aggression, it is important to control for gender, as males tend to play more video games and behave more aggressively than females (Ferguson, 2009; Willoughby, Adachi, & Good, 2011). Removing variance in aggression that is predicted by both gender and video game play thus reduces the magnitude of the predictive effect of video game play on aggression. An example from our data shows that a concurrent bivariate $r = .35$ between competitive video game play and aggression is attenuated to $\beta = .24$ after controlling for gender. It is important to note that when there are only two variables in the model (e.g., competitive video game play and aggression), the bivariate $r$ is equal to the value of $\beta$. Guidelines for interpreting effect sizes generally do not distinguish between bivariate $r$ and $\beta$ that controls for other variables. For example, Cohen’s (1992) guidelines for interpreting bivariate $r$ are $.10 = \text{small}$, $.30 = \text{medium}$, and $.50 = \text{large}$. Other researchers have suggested more stringent guidelines. For example, Ferguson (2009) suggests that for both bivariate $r$ and $\beta$, $.20 = \text{small}$, $.50 = \text{medium}$, and $.80 = \text{large}$. Importantly, however, neither Cohen nor Ferguson distinguish between effect sizes that control for stability effects (i.e., $\beta$ in longitudinal designs) and those that do not (e.g., bivariate $r$ or $\beta$ in cross-sectional designs).

Longitudinal research designs in which autoregressive models are used have increased greatly in popularity over the past two decades (Ployhart & Ward, 2011) and are essential to the study of lifespan development. Autoregressive models not only allow researchers to control for covariates and other predictors, but also for stability effects (previous scores on the outcome). Indeed, controlling for stability effects is the gold standard of longitudinal designs as it enables researchers to examine whether the variable(s) of interest predicts the outcome over time, controlling for previous levels (the inter-individual differences in change) of the outcome (e.g., Taris, 2000). Specifically, to control for stability in the outcome variable, researchers must control for the product of (a) the stability path from the outcome at time 1 (T1) to the outcome at time 2 (T2) and (b) the initial correlation between the predictor at T1 and the outcome at T1 (i.e., the indirect path from the predictor at T1 to the outcome at T2, through the outcome
Thus, the focus of longitudinal autoregressive models is to predict inter-individual differences in change in levels of the outcome over time, as opposed to cross-sectional research where the focus is not on change. The disadvantage of autoregressive models, however, is that by controlling for previous scores on the outcome, a large portion of the variance in the outcome is removed. In fact, most behavioural (e.g., aggression: Olweus, 1979; drinking alcohol: Ouellette & Wood, 1998) and psychological (e.g., self-esteem: Marsh, 1993; intelligence: Thorndike, 1940) outcomes show strong stability over time (i.e., change is often gradual). Hence, the strongest predictor of behavioural or psychological outcomes often is their previous level of these outcomes (e.g., levels of aggression and self-esteem measures last year). Furthermore, the fact that controlling for stability effects removes variance in the outcome that is shared with the predictor (i.e., accounting for the correlation between the predictor at T1 and the outcome at T1) suggests that the effect size of the predictor on change in levels of the outcome at T2 likely will be small when there is at least moderate overlap between the predictor at T1 and the outcome at T1.

Just as one example, aggression has been shown to be quite stable over time (e.g., Cairns & Cairns, 1994; Dodge, Coie, & Lynam, 2006; Vaillancourt, Brendgen, Boivin, & Tremblay, 2003) and meta-analyses have demonstrated that the average longitudinal predictive effect of video game play on aggression is $r = .08$ (Ferguson, in press). If the correlation between the predictor at T1 and the outcome at T1 is small, however, then controlling for even high stability in the outcome should not greatly attenuate the predictive effect of the predictor at T1 on the outcome at T2. Yet, if the initial correlation between the predictor and T1 and the outcome at T1 is small, then the path between the predictor at T1 and the outcome at T2 often will be small as well. Nevertheless, small effects may still be meaningful when predicting change, as they can suggest, for example, that the predictor is associated with change in levels of the outcome over time during a particular period of development (e.g., adolescence), which cannot be assessed in a cross-sectional design. Furthermore, predictive effects on change in levels of the outcome may reflect an ongoing process of cumulative effects and thus may have a substantial impact on the outcome over time (e.g., Abelson, 1985; Cui, Donnellan, & Conger, 2007).

In addition, the goal of controlling for stability effects is conceptually different than the goal of controlling for a covariate that is a confound, such as gender. The purpose of controlling for gender is to remove extraneous variance in the outcome that is shared between the predictor and gender, in order to examine the unique effect of the predictor on the outcome. In contrast, the purpose of controlling for previous levels of the outcome variable is to predict change in levels of the outcome, not to remove extraneous variance in the outcome that is shared between the predictor and a confound. Therefore, it is misleading to use the same guidelines to interpret both longitudinal effect size coefficients from autoregressive models that control for stability effects and cross-sectional effect...
size coefficients that control for confounds, but do not control for stability effects (see also Baguley, 2004, 2009, and Lenth, 2001, for additional arguments for avoiding the use of “canned” effect sizes when interpreting effects). Indeed, longitudinal effects often may fall below the current guidelines for a small effect, yet still may be meaningful. To illustrate this point, several examples from psychological research will be considered in which medium predictive effects are attenuated to very small effects by controlling for stability in the outcome.

EXAMPLES OF GREATLY ATTENUATED EFFECT SIZES WHEN CONTROLLING FOR STABILITY EFFECTS

We begin with an example from our own data in which we examine in path analyses whether frequency of competitive video game play predicts aggression among a large sample of adolescents. First, we examine the concurrent association between T1 frequency of competitive video game play and T1 aggression (see Figure 1A). The bivariate $r$ is .35 for the predictive effect of T1 frequency of competitive video game play on T1 aggression. Next, we examine the longitudinal association between T1 frequency of competitive video game play and T2 aggression without controlling for stability effects (see Figure 1B). Similar to the concurrent association, the bivariate $r$ is .37 for the predictive effect of T1 frequency of competitive video game play on T2 aggression (again, when there are only two variables in the model, the bivariate $r$ is equal to the

**Figure 1.** Results for models assessing the concurrent and longitudinal associations between frequency of competitive video game play and aggression.
value of $\beta$). Finally, we conduct an autoregressive path analysis to examine the longitudinal association between T1 frequency of competitive video game play and T2 aggression, controlling for stability effects (see Figure 1C). The stability path from T1 aggression to T2 aggression is $\beta = .67$, and the concurrent association between T1 frequency of competitive video game play and T1 aggression is bivariate $r = .36$. Thus, the indirect path from T1 frequency of competitive video game play on T2 aggression through T1 aggression is $.67 \times .36 = .24$. Controlling for stability effects, therefore, removes variance (i.e., .24) in T2 aggression that is shared with T1 frequency of competitive video game play and reduces the predictive effect of T1 frequency of competitive video game play on T2 aggression by almost 2/3, from bivariate $r = .37$ to $\beta = .13$. Therefore, controlling for stability in aggression dramatically reduces the magnitude of the effect size of another predictor of T2 aggression.

Next, we discuss two examples of longitudinal analyses by other researchers that also clearly illustrate our point. In these examples, we compare the bivariate $r$ between the predictors at an earlier time point and the outcomes at a later time point to that of the $\beta$ which controls for stability effects. First, Lee (2011) conducted a four-wave autoregressive cross-lagged path analysis to examine the longitudinal association between stress and internalizing problems among 3188 youth. Table 1 shows that the bivariate $r$ s (not controlling for stability effects) between earlier predictors and later outcomes range from .26 to .33 (see path bivariate $r$). The stability effects for the outcomes ranged from $\beta = .38$ to .53 (see stability effect in Table 1), and the concurrent associations between the predictors and outcomes ranged from bivariate $r = .44$ to .49 (see concurrent bivariate $r$ in Table 1), which suggests that controlling for stability effects will remove variance in the later outcome that is shared with the earlier predictor. A comparison of the bivariate $r$ s to the $\beta$s between the earlier predictors and the later outcomes confirms that controlling for stability effects dramatically reduces the effect sizes (by as much as seven times), from bivariate $r$ s ranging from .26 to .33, to $\beta$s ranging from .04 to .15 (see path $\beta$ in Table 1).

Second, Martin and Liem (2010) conducted several two-wave autoregressive cross-lagged path analyses to examine the longitudinal associations between achieving academic personal bests and several measures of academic engagement and achievement, of which we chose four to illustrate our point (i.e., educational aspirations, homework completion, class participation, and literacy effort; see Table 1), among 1866 adolescents. Table 1 shows that the bivariate $r$ s between the T1 predictors and the T2 outcomes for the first three paths (i.e., all paths except T1 academic personal bests $\rightarrow$ T2 literacy effort) ranged from .31 to .33. The stability effects for these outcomes ranged from $\beta = .46$ to .53, and the concurrent associations between the predictors and outcomes ranged from bivariate $r = .47$ to .52, suggesting that controlling for stability effects will remove variance in the T2 outcome that is shared with the T1 predictor. Consistent with the prior two examples, Table 1 confirms that
<table>
<thead>
<tr>
<th>Study</th>
<th>Path</th>
<th>Concurrent bivariate r</th>
<th>Stability effect</th>
<th>Path bivariate r</th>
<th>Path β</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee (2011)</td>
<td>T1 internalizing problems → T2 stress</td>
<td>.44***</td>
<td>.45***</td>
<td>.26**</td>
<td>.07***</td>
</tr>
<tr>
<td></td>
<td>T2 internalizing problems → T3 stress</td>
<td>.47***</td>
<td>.53***</td>
<td>.29**</td>
<td>.04*</td>
</tr>
<tr>
<td></td>
<td>T3 internalizing problems → T4 stress</td>
<td>.49***</td>
<td>.48***</td>
<td>.31**</td>
<td>.08***</td>
</tr>
<tr>
<td></td>
<td>T1 stress → T2 internalizing problems</td>
<td>.44***</td>
<td>.38***</td>
<td>.32**</td>
<td>.15***</td>
</tr>
<tr>
<td></td>
<td>T2 stress → T3 internalizing problems</td>
<td>.47***</td>
<td>.41***</td>
<td>.33**</td>
<td>.14***</td>
</tr>
<tr>
<td></td>
<td>T3 stress → T4 internalizing problems</td>
<td>.49***</td>
<td>.43***</td>
<td>.33**</td>
<td>.12***</td>
</tr>
<tr>
<td>Martin and Liem (2010)</td>
<td>T1 academic personal bests → T2 educational aspirations</td>
<td>.52***</td>
<td>.46***</td>
<td>.31**</td>
<td>.07**</td>
</tr>
<tr>
<td></td>
<td>T1 academic personal bests → T2 homework completion</td>
<td>.48***</td>
<td>.53***</td>
<td>.33**</td>
<td>.08**</td>
</tr>
<tr>
<td></td>
<td>T1 academic personal bests → T2 class participation</td>
<td>.47***</td>
<td>.53***</td>
<td>.31**</td>
<td>.06**</td>
</tr>
<tr>
<td></td>
<td>T1 academic personal bests → T2 literacy effort</td>
<td>.06*</td>
<td>.16***</td>
<td>.05*</td>
<td>.04**</td>
</tr>
</tbody>
</table>

Notes: Cross-sectional bivariate r refers to the concurrent association between the predictor and the outcome. Stability effect refers to the β coefficient between the outcome at an earlier time point and the outcome at a later time point. Path bivariate r refers to the association between the predictor at an earlier time point and the outcome at a later time point without controlling for stability effects. Path β refers to the association between the predictor at an earlier time point and the outcome at a later time point, controlling for stability effects. *** < .001, ** < .01, * < .05.
controlling for stability effects dramatically reduces the effect sizes (by as much as five times) for the paths between the T1 predictors and the T2 outcomes, from the bivariate \( r_s = .31 \) to \(.33 \) to \( \beta_s = .06 \) to \(.08 \). In contrast, the stability coefficient for T2 literacy effort (see the last path in Table 1) of \( \beta = .16 \) is much smaller than the other stability coefficients in Table 1. In addition, the concurrent association between T1 academic personal bests and T1 literacy effort of bivariate \( r = .06 \) is much smaller than the other concurrent associations. Controlling for stability in literacy effort, therefore, removed very little variability \( (.16 \times .06 = .01) \) in T2 literacy effort that is associated with T1 academic personal bests and only reduced the predictive effect of T1 academic personal bests on T2 literacy effort from bivariate \( r = .05 \) to \( \beta = .04 \). Thus, in less common situations when the stability coefficient and the concurrent association between the T1 predictor and the T1 outcome are small, controlling for stability effects should have little impact on reducing the effect size of the path between the T1 predictor and the T2 outcome.

CONCLUSION AND IMPLICATIONS FOR RESEARCHERS

In the current paper, our goal was to highlight a gap in the literature regarding the interpretation of longitudinal effect sizes that control for stability effects and make a case for why very small effect sizes in longitudinal autoregressive models are common, yet still may be important. Citing examples from our own and others’ research, we demonstrated that controlling for stability effects greatly reduces the magnitude of effect size coefficients between earlier predictors and later outcomes in longitudinal designs. In fact, we demonstrated that the bivariate \( r_s \) between an earlier predictor and a later outcome can be anywhere from three times, to four to five times (Martin & Liem, 2010), to seven times (Lee, 2011) larger than the \( \beta_s \) that control for stability effects. Therefore, we conclude that it may be misleading to apply Cohen’s (1992) or Ferguson’s (2009) guidelines for interpreting effect sizes when examining longitudinal effect sizes that control for stability effects.

Specifically, given that most behaviours show strong stability over time, often the amount of change in levels of the outcome will be small. In addition, controlling for stability effects often removes a large portion of variance in the outcome that is shared with the predictors. For example, given a bivariate longitudinal association of \( r = .40 \) between a predictor at T1 and an outcome at T2, if the stability effect of the outcome at T1 on the outcome at T2 is \( r = .70 \), and the overlap between the predictor at T1 and the outcome at T1 is \( r = .40 \), then controlling for stability will reduce the path between the predictor at T1 on the outcome at T2 from \( r = .40 \) to \( \beta = .12 \). Thus, 70% of the variability shared by the outcome at T2 and the predictor at T1 will be removed by controlling for stability. In contrast, in cross-sectional models where stability is not controlled, the effect size of \( r = .40 \) would be well above Cohen’s (1992) cut-off for a
medium effect, and Ferguson’s (2009) cut-off for a small effect. Therefore, even very small predictor effects (i.e., $\beta < .10$) in autoregressive models may be meaningful when there is strong stability in the outcome and at least moderate overlap between the predictor at T1 and the outcome at T1. For instance, competitive video game play may have a very small predictive effect on changes in levels of aggression over the span of one year. Over several years, however, these small effects may become additive, in that competitive video game play may have a significant cumulative impact on aggression. In addition, it also is important to interpret a longitudinal effect size coefficient in the context of prior studies (e.g., Lipsey et al., 2012; Peng et al., 2013). For example, if the effect sizes in cross-sectional studies on a particular topic tend to be small (e.g., $\beta = .20$), then we would expect even smaller effect sizes (e.g., $\beta < .10$) in longitudinal autoregressive models that control for stability effects.

Yet, Cohen’s (1992) and Ferguson’s (2009) guidelines may be appropriately applied to longitudinal effect size coefficients in certain situations. For example, Martin and Liem (2010) demonstrated that when the stability effects and the concurrent association between the T1 predictor and the T1 outcome were small, controlling for stability effects had very little impact in terms of reducing the effect size for the path between the T1 predictor and the T2 outcome. Thus, small stability coefficients suggests that there is a large amount of change in levels of the outcome over time, and small concurrent associations suggest that controlling for stability effects removes little variance in the outcome that is shared with the predictor. In the case of small stability coefficients and/or small concurrent associations, therefore, it may be more appropriate to consider a very small effect (i.e., $\beta < .10$) between a T1 predictor and a T2 outcome to be trivial, consistent with Cohen (1992) and Ferguson (2009). Thus, it is important to consider the implications of the magnitude of stability effects on the effect sizes of the predictors in autoregressive models in order to further clarify whether small effect sizes may be meaningful.

Because researchers often are primarily focused on predicting change in levels of the outcome, however, they rarely discuss the stability of the outcome and the impact of controlling for this stability on attenuating longitudinal predictive effects. For example, we searched for studies that were published in one of the top developmental journals, Developmental Psychology, over the last 10 years in which longitudinal autoregressive predictive models were employed, using the search terms “Developmental Psychology”, “longitudinal OR prospective”, and “time 1” in the PsycINFO database. Of the 38 studies that were retrieved, 34 of the studies did not discuss the impact of the stability of the outcome on the size of the predictive effects (see Figure 2). Only three studies discussed the stability effects in relation to the presence of absence of statistically significant predictive effects such as “... even after accounting for initial levels of aggression at age 3 and the strong stability in child aggression between age 3 and age 5, increases in spanking between ages 1 and 3 predicted increases in child aggression between
age 3 and age 5” (Lee, Altschul, & Gershoff, 2013, p. 9). Furthermore, only one study discussed the stability effect in relation to the size of the predictive effects such as “our results have to be weighted by an appropriate consideration of the stability of pathways among variables . . . Whereas it is not at all surprising that small effects have to be forcefully observed in stringent mediational models such as the present one, where variable stability dominates” (Caprara et al., 2013, p. 12).

Finally, it is important to consider how large a longitudinal effect size must be in order to be considered meaningful. We propose that this depends on the size of the stability coefficients and the concurrent associations between the predictor and the outcome (i.e., stronger stability effects and concurrent associations = smaller effect sizes for predictors), as well as the effect sizes in cross-sectional studies on the particular topic. For example, in a four-wave cross-lagged path analysis examining the bidirectional associations between competitive video game play and aggression among adolescents, we found significant predictive effects of earlier competitive video game play on later aggression that were as low as $\beta = .03$ (Adachi & Willoughby, 2013). However, because strong stability

Figure 2. Studies published in *Developmental Psychology* in the past 10 years in which longitudinal autoregressive designs were employed and the researchers either did or did not discuss the stability of the outcome.
in aggression implies that change in levels of aggression over time is small and controlling for this stability removed a large portion of variance in later aggression that was shared with earlier competitive video game play, we believe that these very small effects are not trivial, but in fact are meaningful. Specifically, our results suggest that competitive video game play predicts change in levels of aggression over time during the developmental period of adolescence, which demonstrates that this effect is not limited only to another period of development, such as childhood. Furthermore, these small long-term effects are consistent with meta-analytic studies regarding the link between video game play and aggression (e.g., Ferguson, in press). Moreover, predictive effects of competitive video game play on change in levels of aggression may reflect an ongoing process of cumulative effects, and thus may have a meaningful impact on aggression over time.

HOW SHOULD RESEARCHERS INTERPRET EFFECT SIZES IN AUTOREGRESSIVE MODELS?

We believe that recommending new guidelines for interpreting small, medium, and large effect sizes in autoregressive models may not be practical, as the degree to which small longitudinal effects are meaningful is largely dependent on the size of the bivariate correlations for these effects and the stability of the outcome. For example, a small longitudinal effect size (controlling for stability in the outcome) of $\beta = .07$ is more likely to be meaningful if the bivariate correlation for this effect is much larger (e.g., $r = .30$) and the stability effect is large (e.g., $\beta = .70$; controlling for this stability effect greatly attenuates the longitudinal effect size from $r = .30$ to $\beta = .07$), than if the bivariate correlation also is very small (e.g., $r = .09$) and the stability effect is small (e.g., $\beta = .20$; controlling for this stability effect has a minimal impact on reducing the longitudinal effect size from $r = .09$ to $\beta = .07$). Furthermore, given that longitudinal models vary greatly from study to study in terms of the number of waves examined (and hence whether lag 2 stability paths, lag 3 stability paths, etc., are included), and the number of predictors and covariates in the model, we believe that a concrete recommendation for what small, medium, and large effects should mean would be impractical. Interpreting effect sizes in autoregressive models, therefore, should involve a more dynamic method than simply citing universal guidelines for small, medium, and large effects. Specifically, we suggest the following for researchers attempting to interpret effect sizes in autoregressive models:

- Always report and discuss the stability effect for the outcome of interest;
- interpret the effect size of the predictor(s) on the outcome by putting it in perspective. What is the bivariate correlation for the predictive effect and how does the impact of controlling for stability attenuate that effect?
We conclude that this dynamic and individualized method of interpreting longitudinal effects in autoregressive models is more precise than simply referring to the current effect size guidelines and dismissing all very small effects (i.e., $\beta < .10$) as trivial, or proposing a more liberal cut-off for small effects in autoregressive models (e.g., small $= .05$) and then concluding that all very small effects (e.g., $\beta > .05$) are meaningful.
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